
1 - Missing Modalities and Multimodal Transformers

Prompt learning has proven
effective in mitigating missing
modalities in multimodal
transformers. This work
enhances the SOTA by Lee et
al. [1] with semantically
conditioned prompts that
dynamically adapt to input
semantics and missing
modality scenarios.
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2 - Method: Semantically Conditioned Prompts for Multimodal Transformers

3 - Quantitative Results: Robustness to Different Missing Rates
We tested our proposed SCP 
against MAP (Lee et al.) and a 
Baseline  (no prompts, only Pooler 
and FC Layer tuning) on three 
multimodal datasets: Food-101 
[2], MM-IMDb [3], and Hateful 
Memes [4]. We measured the 
robustness to different missing 
rates varying both train and test 
missing rates. The rightmost 
column depicts the area under 
the curve of the respective metric 
curves on the left. SCP is the best 
performing model.
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