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5. Wide Minima Improve Merging
Models finetuned from a stable pretraining phase show 
better performance and greater stability when merged.

1. Model Merging
Model merging is a technique that combines the weights of 
multiple neural network models into a single unified model 
that inherits strengths from each component.

Starting from a pretrained model, we can finetune it multiple 
times for each different task. We can then merge all these 
models into a single one, able to perform all the tasks in a 
single forward pass.

4. Datasets
We chose four datasets, two for pretraining and two for 
finetuning different tasks. Two of them are about the 
abdominal region (AMOS and BTCV Abdomen), two are 
about the maxillofacial area (Cui and ToothFairy2).

2. Role of Pretraining
Research has focused only on post-training phase, about 
task vectors, by proposing different merging methods and 
advanced algorithms to reduce task-wise interference.

Can we do something during the pretraining to ease the 
merging process?

3. Biasing towards Wider Minima
The entire spectrum of eigenvalues of the Hessian matrix is 
related to the geometry of the loss landscape.

A larger maximum eigenvalue suggests that the loss 
landscape is steeper along at least one dimension, which 
corresponds to a sharper minimum. Smaller eigenvalues 
suggest wider minima because the surface of the loss 
changes less drastically in those directions. 

Results show that merging two tasks yields results similar to 
performing a joint training of the two tasks simultaneously 
and that we can merge up to four tasks without degrading 
performance significantly.

6. Results
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