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Abstract. Brain tumor segmentation is a crucial task in medical imag-
ing that involves the integrated modeling of four distinct imaging modal-
ities to identify tumor regions accurately. Unfortunately, in real-life sce-
narios, the full availability of such four modalities is often violated due
to scanning cost, time, and patient condition. Consequently, several deep
learning models have been developed to address the challenge of brain tu-
mor segmentation under conditions of missing imaging modalities. How-
ever, the majority of these models have been evaluated using the 2018
version of the BraTS dataset, which comprises only 285 volumes. In this
study, we reproduce and extensively analyze the most relevant models us-
ing BraTS2023, which includes 1, 250 volumes, thereby providing a more
comprehensive and reliable comparison of their performance. Further-
more, we propose and evaluate the adoption of Mamba as an alternative
fusion mechanism for brain tumor segmentation in the presence of miss-
ing modalities. Experimental results demonstrate that transformer-based
architectures achieve leading performance on BraTS2023, outperforming
purely convolutional models that were instead superior in BraTS2018.
Meanwhile, the proposed Mamba-based architecture exhibits promising
performance in comparison to state-of-the-art models, competing and
even outperforming transformers. The source code of the proposed ap-
proach is publicly released alongside the benchmark developed for the
evaluation: https://github.com/AImageLab-zip/IM-Fuse.
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1 Introduction

In recent years, deep learning methods have significantly advanced the state-
of-the-art in medical image segmentation across various imaging modalities [8,
23]. While some tasks involve well-defined anatomical structures and can be
accurately performed using a single imaging modality [4,5,21,22], others require
multiple imaging sources to account for lesion heterogeneity, enhance contrast
between sub-regions, and capture complex anatomical variations [15,33,37].
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The current gold standard for clinical imaging diagnosis of brain tumors is
multi-parametric Magnetic Resonance Imaging (MRI) [14], which is critical for
accurate delineation and volume quantification, therapy planning, and follow-
up [3]. Usually, four modalities providing complementary information and sup-
porting tumor sub-region analysis are employed: FLuid-Attenuated Inversion
Recovery (FLAIR), T1-weighted images (T1), T1-weighted images with con-
trast enhancement (T1c), and T2-weighted images (T2). In clinical practice,
specific modalities can be absent due to different acquisition protocols, image
corruption, scanner availability, or patient conditions, e.g., allergies to certain
contrast materials. Hence, the latest research direction in the field is focused
on addressing missing modalities [40], not only in medical imaging but also in
broader visual recognition tasks [18, 24]. In most of the existing MRI-related
literature, each modality is processed by a dedicated encoder, and a shared de-
coder uses the extracted features, usually fused or aligned in the bottleneck,
for the final segmentation. These methods can be categorized into four groups:
reconstruction-based approaches, latent-space feature fusion, knowledge distilla-
tion, and domain adaptation.

Reconstruction-based approaches aim to compensate for missing MRI se-
quences by synthesizing them in the original volume space, like M3AE [19],
or in the latent-feature space, such as M3FeCon [36].

Latent-space features fusion methods address the challenge of missing modal-
ities by learning a shared representation in the latent space, which remains robust
even when certain modalities are absent. First works explored simple methods
for the fusion which use statistics of the modalities [13] and variational autoen-
coder, e.g., U-HVED [10] and DRM-VAE [41], then more sophisticated works
came out leveraging on Transformers, such as mmFormer [38] and MFTrans [28],
other specific types of attention mechanisms [9, 39], or auxiliary tasks with a
combination of different losses like ShaSpec [31]. Latent-space features fusion is
sometimes used in combination with reconstruction, the latter as a secondary
task to enhance the encoders feature extraction [6, 20].

Knowledge distillation-based methods employ a teacher-student approach,
where a teacher network trained on full-modality data guides one or more student
networks with incomplete inputs [1,7,16,26,29,30,32,35]. While these methods
often yield high accuracy by transferring rich knowledge from teacher to student,
they are sensitive to teacher quality and require additional training overhead.

Lastly, domain adaptation-based approaches attempt to mitigate distribution
shifts caused by missing modalities through adversarial or alignment strategies,
either as standalone methods [17, 27] or in combination with other paradigms,
such as ACN [34], which integrates adversarial learning with knowledge distilla-
tion, and the work by Qiu et al. [25], which employs latent feature fusion and
prompting within a domain adaptation framework.

Most of the aforementioned methods have been developed and tested on
BraTS2018 [3], provided by the homonymous MICCAI challenge, and compris-
ing a total of 285 volumes. However, in the context of brain tumor segmen-
tation, transformer-based solutions struggle to compete with classical convolu-
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tional models, mainly because of data scarcity. A significant part of our effort is
devoted to building a new benchmark based on the newset BraTS20234 [2], which
includes 1, 250 volumes, thereby providing a more comprehensive and reliable
comparison of state-of-the-art existing methods. Our experiments demonstrate
that transformer-based architectures take advantage of the increased number of
training samples of BraTS2023, overtaking pure convolutional models.

Besides the extensive evaluation of state-of-the-art solutions on BraTS2023,
we propose IM-Fuse (Incomplete Modality Fusion), a novel segmentation frame-
work based on latent-space feature fusion leveraging the Mamba architecture [12],
a recently developed state space model that has significantly influenced both nat-
ural language processing and computer vision fields. Notably, Mamba is char-
acterized by its high memory retention capabilities, which facilitate exceptional
long-context reasoning, and by a selective mechanism that enables the propaga-
tion or discarding of input tokens based on their semantic content. Accordingly,
in this paper, we propose a novel Interleaved Mamba Fusion Block (I-MFB) that
harnesses Mamba’s capabilities to integrate multimodal information and handle
sparse inputs resulting from missing modalities (Fig. 1), an issue affecting most
of the existing architectures, thereby outperforming state-of-the-art models.

Contributions. We provide: i) the very first extensive benchmarking of
brain tumor segmentation algorithms under missing modality conditions on
BraTS2023 dataset, ii) introduce a specifically designed Interleaved Mamba
Fusion Block for effective multimodal fusion in the presence of missing image
modalities, iii) demonstrate its performance superiority while keeping the num-
ber of parameters and GFLOPs contained w.r.t. state-of-the-art models.

2 Method

2.1 Preliminaries

State-Space Model (SSM) is a mathematical framework used to represent dy-
namic systems wherein the input is mapped to an output with the same di-
mensionality through an N -dimensional latent state. The Mamba architecture
builds on structured SSMs to manage long sequences effectively, imposing a
structured constraint on its state transition matrix following the HiPPO the-
ory [11] to boost memory retention and using a selection mechanism to focus
on the most relevant information. This enhancement, combined with an efficient
hardware-aware parallel algorithm, makes Mamba well-suited for effective and
computationally efficient long-sequence modeling, with subquadratic complex-
ity, by selectively propagating or discarding information along the sequence in
an input-dependent manner. Moreover, given that flattened 3D volumes result
in extremely long sequences, Mamba presents a promising solution for model-
ing long-range interactions, similar to transformer architectures, while avoiding
the quadratic time complexity associated with self-attention mechanisms. Its
4 BraTS2024 does not include a dedicated track for adult glioma segmentation, and

BraTS2025 had not been released at the time of writing this paper.
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Fig. 1: (a) is an overview of our framework IM-Fuse (Incomplete Modality Fu-
sion), (b) represents our Mamba Fusion Block (MFB) where learnable tokens
are concatenated, and (c) depicts its interleaved version (Interleaved-MFB or I-
MFB) where modality tokens and learnable parameters are alternately arranged.

efficient design weaves together linear projections and convolutions, making it
well-suited for tasks involving complex sequential data. For more details, readers
are encouraged to consult the original Mamba publication [12].

2.2 IM-Fuse - Incomplete Modality Fuse

Our proposal leverages hybrid modality-specific encoders to extract representa-
tions from each modality, Mamba to integrate multimodal features, a multimodal
Transformer to capture long-range dependencies, and a convolutional decoder for
reconstruction (Fig. 1a). The encoder-decoder structure follows 3D U-Net [8].

Given a multimodal input X = {XFLAIR,XT1c,XT1,XT2}, we define each
modality-specific image as Xm ∈ RH×W×D, where m ∈ {FLAIR, T1, T1c, T2}
represents the set of imaging modalities for each sample and H×W ×D denotes
the spatial dimensions of the 3D medical image.
Hybrid Modality-specific Encoder. Each modality m is first processed by a
corresponding modality-specific convolutional encoder to extract high-level fea-
ture maps Flocal

m ∈ RC× H

2(l−1)
× W

2(l−1)
× D

2(l−1) , where C represents the dimension
of the feature channel and l denotes the number of stages in the convolutional
encoder. The extracted feature maps are subsequently flattened into a 1D se-
quence, projected into a token space via a linear transformation, and a learnable
positional embedding Pm is integrated to the projected features:

Ftoken
m = Flocal

m Wm + Pm. (1)
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The resulting representation, Ftoken
m , is fed to an intra-modal Transformer that

models long-range dependencies within each modality, producing a context-
aware global feature representation, Fglobal

m ∈ RC×H×W×D

23(l−1) , defined as follows:

Fglobal
m = FFNm(LN(z)) + z, z = MSAm(LN(Ftoken

m )) + Ftoken
m , (2)

where the Multi-Head Self-Attention (MSA) enables the model to capture rela-
tionships between tokens through parallel attention heads, and the Feed-Forward
Network (FFN) is a two-layer perceptron with a GELU activation.

Mamba as a Fusion Mechanism. Following [38], we introduce a Bernoulli
indicator δm ∈ {0, 1} to simulate missing modalities during training. It is set to
one if the modality m is present, zero otherwise. The corresponding embedding of
each modality is simply multiplied by such a Bernoulli indicator δmF global

m . As a
result, when a modality is missing, its corresponding feature vector is replaced by
a zero vector and the multimodal representation will contain sparse information.
To ensure consistent feature propagation, the Bernoulli indicator δm is applied
also to the modality-specific features obtained from unimodal encoders at the i-
th stage δmFlocali

m , where i = {0, . . . , l−1} and Flocali
m ∈ RC× H

2(i−1)
× W

2(i−1)
× D

2(i−1) ,
later integrated in the convolution decoder as skip connections.

Consequently, the sparse tensors propagate through both the skip connec-
tions and the bottleneck of the architecture, thereby negatively impacting per-
formance. To address this issue, we leverage the long-sequence modeling capa-
bilities and selection mechanism of Mamba to effectively integrate multimodal
information while robustly handling missing data in both the skip connections
and the bottleneck. Specifically, the long-sequence modeling capability facilitates
the handling of both intra- and inter-modality interactions, whereas the selection
mechanism allows the model to effectively disregard absent modalities. Thus, in
this work, we introduce the Mamba Fusion Block (MFB), which accepts as in-
put the tensors corresponding to the tokenized embeddings of the image modal-
ities, each of dimensionality RP 3×C , and produces an output F fused

i ∈ RP 3×C

that represents the fused representation. To achieve this, our MFB concate-
nates the modalities on a token-wise basis and appends a set of learnable tokens
K ∈ RP 3×C . Subsequently, a Mamba block processes the sequence from the first
token of the modalities to the final learnable token, and only the output cor-
responding to the learnable tokens is propagated to subsequent layers, thereby
obtaining the fused representation (Fig. 1b).

However, this approach may result in performance degradation if the com-
bined number of modality tokens and learnable parameters is in the order of
millions, which can occur in the case of large skip connections. In order to ad-
dress this issue, we propose an interleaved concatenation strategy that gives rise
to the Interleaved Mamba Fusion Block (I-MFB), wherein the modality tokens
and learnable parameters are arranged alternately (Fig. 1c). Such an approach
ensures that whenever Mamba generates a prediction for a learnable parameter
token, the last four elements in its receptive field correspond to the modality
tokens associated with the same supervoxel.
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Multimodal Transformer. As done with the modality-specific feature maps,
the fused representation obtained at the bottleneck by means of our Mamba
Fusion Block, Ffusedl , is summed with a learnable positional embedding Pb and
fed to a Transformer module, which, again, is intended to model long-range
dependencies. The output of this module, Fglobal, is reshaped into feature maps
and projected back into the convolutional space.
Convolutional Decoder. The convolutional decoder, designed symmetrically
to the convolutional encoder, processes the fused representation, Fglobal, and
the fused skip connections, Ffusedi , to progressively refine spatial resolution. By
reconstructing the final segmentation mask from the high-level latent representa-
tion, it preserves low-level spatial details, enhancing segmentation performance.
Loss Function. Following [38], to ensure that each convolutional encoder pro-
duces detailed high-level feature representations, we employ a shared-weight de-
coder that independently performs tumor segmentation on the output of each
modality-specific encoder, without relying on information from other modalities.
The shared-weight decoder maintains the same architecture as the convolutional
decoder. In addition, we interpolate the feature maps at each stage of the convo-
lutional decoder to generate more accurate segmentation masks. We define the
overall loss function as follows:

Ltotal =
∑
i∈M

Lencoder
i +

l−1∑
i=1

Ldecoder
i + Loutput, (3)

where L is jointly the Dice loss and weighted cross-entropy loss to handle the
unbalanced object sizes in multi-class segmentation.

3 Experiments

Implementation Details. Our encoder architecture is based on a 3D U-Net
and comprises five stages, each consisting of three sequential blocks. Each block
includes a group normalization layer, a ReLU activation function, and a convolu-
tional layer with a kernel size of 3. The first convolutional layer within each block
has a stride of 2 to downsample the feature maps and doubles the number of fea-
ture channels. The first stage differs slightly, incorporating two blocks preceded
by an initial convolutional layer that sets the number of feature channels to 8.
Our method was implemented using Torch 2.5, and all models were trained on
NVIDIA L40S GPUs with 48GB of memory each. In our network architecture,
an (I-)MFB was integrated within the bottleneck and employed to fuse each of
the five skip connections. The input dimensions for each image modality were set
to 128 × 128 × 128 voxels, and the batch size was fixed at 2. The preprocessing
and data augmentation pipeline was identical to that utilized by mmFormer [38].
The RAdam optimizer was employed, and a learning rate scheduler that progres-
sively multiply the learning rate by (1− epoch/max_epoch)0.9 during training,
starting with an initial learning rate of 2 × 10−4. We train our model for 1000
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Table 1: DSC% (↑) comparison across different missing modalities on
BraTS2023 [2]. Present and missing modalities are denoted by
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SFusion 89.1 78.5 77.6 87.0 90.8 91.2 91.3 81.3 88.2 88.7 91.7 91.6 92.1 88.8 92.2 88.0
ShaSpec 91.0 79.9 79.5 86.9 91.9 92.3 92.2 82.7 88.3 88.7 92.6 92.5 92.9 89.2 93.0 88.8
M3AE 91.5 81.7 82.5 88.5 91.9 92.5 92.2 83.6 89.2 89.7 92.6 92.1 93.0 90.0 92.9 89.6
M3FeCon 87.7 81.2 81.2 88.5 89.4 90.0 92.1 83.9 89.8 89.5 90.5 92.7 92.6 90.1 93.1 88.8
IM-Fuse †91.8 83.0 83.7 88.7 92.4 92.8 92.6 85.5 90.1 90.2 92.8 93.0 93.1 90.5 93.3 90.2

epochs. We split the dataset5 into 70% for training, 10% for validation, and 20%
for testing, and the model selected for evaluation on the test set was the one
that achieved the highest metric on the validation set.

Comparison with the State-of-the-Art. We retrained and compared the
most prominent methods for brain tumor segmentation under missing modal-
ity conditions, including U-HVED, RobustSeg, mmFormer, SFusion, ShaSpec,
M3AE, and M3FeCon, alongside our proposed IM-Fuse, using the BraTS2023
dataset. For each model, we employed the same preprocessing, augmentation,
optimizer, scheduler, and hyperparameters as described in their respective orig-
inal papers, with the exception of the number of iterations, which were scaled
to ensure an equivalent number of epochs as in the original studies due to the
increased number of training samples. Additionally, for each model, we evalu-
ated on the test set the version that achieved the highest metric on the valida-
tion set, thereby minimizing the risk of selecting an overfitted model. Results
are presented in Tab. 1 for different tumor types evaluated across all 15 pos-
sible combinations of modality availability. Results indicate that our proposed

5 Data splits are available at https://github.com/AImageLab-zip/IM-Fuse.

https://github.com/AImageLab-zip/IM-Fuse
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Table 2: Ablative study on the IM-Fuse
fusion block. The first column repre-
sents the adopted fusion block, while
the others report the DSC% metric
across all the missing modalities sce-
narios on the BraTS2023 classes, ET,
TC, and WT. ♣ denotes that the fu-
sion block is applied only to the bottle-
neck and skip connections simply con-
catenate the different modalities.

Fusion ET TC WT Avg.

MFB 53.42 72.61 76,10 67.38
I-MFB 74.30 85.53 90.23 83.35
MFB ♣ 73.14 84.11 88.20 81.82
I-MFB ♣ 73.26 84.27 89.09 82.20

Fig. 2: Deployment model size and
DSCs across all the missing modalities
and tumor classes on BraTS2023. Cir-
cle size indicates GFLOPS.

method, IM-Fuse, surpasses state-of-the-art architectures while maintaining an
average computational complexity and parameter count contained, as illustrated
in Fig. 2. In particular, our model excels at whole tumor segmentation, demon-
strating superior performance in delineating the entire tumor region. All models
achieved an average improvement of 8 Dice points by training on BraTS2023
compared to the performance obtained with BraTS2018 [28,31,38]. Furthermore,
the relative performance among the models under examination changed as a re-
sult of the increased sample size in BraTS2023. Notably, mmFormer—employing
a transformer architecture—now surpasses its convolutional-based competitors
on BraTS2023. Indeed, transformers are known for requiring more data than
convolution-based architectures and can benefit from the larger number of data
samples available in the newer dataset version.
Ablation Study and Visualization. To demonstrate the effectiveness of our
I-MFB in both the bottleneck and skip connections of our framework, we com-
pared four different configurations on BraTS2023. Specifically, we evaluated I-
MFB against MFB applying them solely in the bottleneck and then in both
bottleneck and skip connections. The experiments presented in Tab. 2 show
that the proposed interleaved tokenization improves performance, and incorpo-
rating the I-MFB in the skip connections further enhances overall segmentation
performance. MFB in the skip conncetions leads to performance degradation but
it is expected as the number of tokens in the skip connection is in the order of
millions of tokens. Finally, visualization results are reported in Fig. 3 for dif-
ferent missing modality scenarios. According to quantitative results of Tab. 1,
when T1c is missing, the enhancing tumor class (violet) is poorly identified.

4 Conclusion

In this study, we conduct a comprehensive comparison of the most prominent
models in the field of brain tumor segmentation under missing modality con-
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cT1F T1 T2

T1cF T1 T2Ground Truth T1cF T1 T2 cT1F T1 T2 T1cF T1 T2 T1cF T1 T2 cT1F T1 T2

cT1F T1 T2

F T1 T2T1c

T1cF T1 T2 cT1F T1 T2 T1cF T1 T2 cT1F T1 T2 cT1F T1 T2 cT1F T1 T2

Fig. 3: Visualization of IM-Fuse segmentation results under missing modality sce-
narios. Enhancing tumor (violet), necrotic tissue (red), and edema (light blue).

ditions using the BraTS2023 dataset, which comprises 1,251 volumes—signifi-
cantly increasing the 285 volumes of its 2018 counterpart, where all the mod-
els were initially developed. Our analysis demonstrates that transformer-based
architectures, which previously struggled with the smaller BraTS2018 dataset,
now outperform purely convolutional models on BraTS2023 due to the increased
data availability. Furthermore, we propose a novel solution based on multi-
modal fusion under missing modality conditions harnessing Mamba. The pro-
posed Mamba-based architecture demonstrates competitive performance against
state-of-the-art models on BRATS2023, always rivaling and often surpassing
transformer-based approaches.
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