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Submissions from all over the world!

less more

Preliminary Phase: 164
Final Test Phase: 132



Thanks to all the participants!
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• Extension of the ToothFairy Dataset: 

• 480 CBCTs for training, 50 test volumes from an 
external institution;

• 42 labeled classes;

• Challenges:

Dataset

63 more volumes;
40 more classes;
3D annotations on all volumes;

Large number of classes (VRAM requirements);

Non-uniform class distribution and missing classes;

Considerable difference in label sizes;

Varying field of view (P and F cases).
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Submitted Algorithms

• Most of the participants used Unet with 
the nnUnet Framework;

• Approaches based on Transformers and 
other Foundation Models has been 
proposed as well; 
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Submitted Algorithms
• Most of the participants used Unet with 

the nnUnet Framework;
• Moderate use of augmentations;
• Some have preprocessed the dataset by 

removing training samples;
• Some employed a multi-stage approach;
• As far as we know, no one employed 

external data. Some have tried to 
pretrain the networks with scarce 
results;

• All losses usually employed in medical 
imaging have been considered;

• Almost none have used a single loss but 
combined two or more;

• Many have designed solutions to filter 
output predictions;

• Almost all have used ensemble;



Final Results

• The final rank is obtained as the 
average of 94 different rankings;

• Some submissions have been 
excluded;

• Only the last submission per team 
has been kept;

• Changing the aggregation 
mechanism can deeply affect the 
leaderboard;



Congratulations to the Winners!

Fabian Isensee, 
Yannick Kirchhoff et al.

Yuxian Jiang et al.

Haoshen Wang et al.
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